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ABSTRACT

Uranium isotope ratios are widely utilized in paleoceanography. The 238U/?*°U ratio (expressed as 52%3U)
is leveraged as a proxy for the areal extent of anoxic seafloor, and the 23#U/?38U ratio (expressed as
5234Usec) tracks riverine and estuarine inputs to the ocean, in addition to featuring prominently in
U-series geochronology. Both of these ratios are thought to be recorded by biological carbonates precip-
itating from seawater, with corals serving as one of the most commonly-used archives of seawater U
isotope ratios in the past. The utility of the U isotope proxy in biological carbonate archives relies not only
on this faithful archiving of ambient seawater signatures, but also on the homogeneity of the seawater
U isotope composition, which enables samples to be leveraged as proxy for the entire ocean.

Here we revisit the foundational assumption of homogeneity of the marine U reservoir, and the capac-
ity of deep-sea corals to record the U isotopic composition of ambient seawater. We begin by evaluating
the analytical limits of precision and accuracy achievable for both §**%U and §234U,.. analysis by MC-ICP-
MS. We then report data for 45 seawater and 26 deep-sea coral samples from multiple sites around the
world. We find subtle 823U and §*3*Us.. heterogeneity that correlates with U concentrations, which
allows us to calculate new salinity-normalized global mean seawater values for §2*%U (-0.379 =
0.023 %) and 823U, (+145.55 = 0.28 %0). At each site, biological carbonates act as precise archives of
the seawater 523U value. The same is true for 52>*Us., with a few exceptions where samples appear
to show vital effects that cause intra-sample 234U/228U re-partitioning. In sum, these observations support
deep-sea corals as a robust archive of seawater U isotope ratios, but highlight the importance of utilizing
multiple sample sites and replicate analyses to overcome coral vital effects (for §23*Use) and subtle mar-
ine U isotopic heterogeneity.

© 2022 Elsevier Ltd. All rights reserved.

1. Introduction

fractionation to be leveraged as a proxy for past ocean anoxia (e.g.,
Lau et al, 2019). Importantly, in both geochronology and

Uranium (U) has been an important oceanographic tracer for
over half a century (Veeh, 1967; Ku et al.,, 1977; Klinkhammer
and Palmer, 1991). In early work, much of this utility was derived
from 238U decay into 23*U and 23°Th, rendering U one of the best
time-keepers for processes occurring in the recent geologic past
(Edwards et al., 1987b; Cheng et al., 2000b, 2013). More recently,
the recognition of natural fractionation of 238U/?3°U (Stirling
et al., 2007; Weyer et al., 2008) has enabled redox-driven U isotope
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paleo-redox applications, the conservative behavior of U in
seawater (Ku et al., 1977; Owens et al., 2011) - in other words,
its long mean residence time (~400 kyr) in the ocean - is leveraged
to draw inferences about global processes. This allows samples
from a single locality to, in theory, inform our understanding of
the ocean as a whole, which gives the U proxy enormous utility
in paleoceanography.

While the U proxy - both for geochronology and paleo-redox
studies - has been calibrated in modern seawater and biological
archives (Chen et al., 1986; Cheng et al., 2000a; Chen et al.,
2018b; Tissot and Dauphas, 2015; Tissot et al., 2018), no study
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has thoroughly revisited these calibrations with high-precision
methods for U isotope analysis. Thus, while the U proxy has been
successfully used to track episodes of widespread marine anoxia
in the distant past (e.g., Clarkson et al., 2018; Zhang et al., 2018),
it has to-date not been utilized with sufficient precision to resolve
subtle redox changes in more recent geologic history, i.e., the Ceno-
zoic (Wang et al., 2016; Gothmann et al., 2019; Clarkson et al.,
2021). Such applications could be particularly useful in the study
of climate evolution in the Quaternary, as high-temporal-
resolution biological archives (e.g., deep-sea corals; Robinson
et al., 2007) should in theory enable such records to be generated.
Indeed, such archives have been used to evaluate subtle 234U/?38U
trends during the last deglaciation (Chen et al, 2016;
Chutcharavan et al., 2018). However, the recognition of basin-
scale heterogeneity in Quaternary U isotope records (Chen et al.,
2016) raises questions about the ability of the U proxy to serve
as a global tracer during such transient perturbations. Before
attempting reconstructions of seawater U isotope ratios during
these perturbations, it is therefore necessary to more precisely
evaluate (i) the homogeneity of U isotope ratios in modern seawa-
ter, and (ii) the extent to which biological archives record the
ambient U isotope composition.

Here, we present new high-precision 233U/?3°U and 2*4U/?38U
data from 45 seawater and 26 modern deep-sea corals from multiple
localities around the world. Our data show that these corals record
seawater U isotope ratios extremely well within analytical uncer-
tainty. However, we also observe variable 223U/22°U - and to a lesser
extent 234U/??8U - along depth profiles. Furthermore, there appear
to be subtle differences in both 223U/235U and 224U/?38U across ocean
basins. These findings collectively support the utility of deep-sea
corals as archives of ambient seawater U isotope ratios in the past,
but highlight the importance of utilizing multiple sample sites, as
even in the modern ocean there is observable heterogeneity that
could influence paleo-proxy interpretations.

2. Materials
2.1. Deep-sea corals

2.1.1. Background

Marine carbonates are widely utilized as archives of the seawa-
ter U isotope composition, as they are known to precipitate from
seawater with little to no U isotopic fractionation (Weyer et al.,
2008; Chen et al., 2018b; Tissot et al., 2018). While carbonate
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sediments are abundant in the geologic record, and have been tar-
geted as archives of paleo-seawater 23U/?3°U ratios (e.g., Clarkson
et al,, 2018; Zhang et al., 2018), they are subject to dissolution and
recrystallization reactions through early and late diagenesis. These
reactions can both add and remove carbonate-hosted U, thereby
altering U isotope signatures and causing bulk carbonate sedi-
ments to no longer faithfully record the seawater U isotope compo-
sition at the time of deposition (Romaniello et al., 2013; Chen et al.,
2018a; Tissot et al., 2018).

Non-sedimentary carbonates (e.g., discrete fossils, such as cor-
als) provide a potential solution to this problem. If U isotopes are
measured in discrete biological carbonate phases, the often
ambiguous and complicated diagenetic history of sedimentary car-
bonate can potentially be circumvented (Chen et al., 2018b; Tissot
et al., 2018; Livermore et al., 2020). While such fossil archives are
only present for more recent intervals of Earth history, they can
provide important records of recent changes in ocean chemistry.

Among the best-studied biological archives for Quaternary
paleoceanography are deep-sea corals. Deep-sea corals grow on
hardground surfaces (e.g., seamounts) at hundreds to thousands
of meters depth. These corals precipitate carbonate skeletons,
and in doing so, record many aspects of ambient seawater chem-
istry (Adkins et al., 2003; Gagnon et al., 2007; S. Chen et al,
2021). Prior work has shown that shallow-water scleractinian
(“stony”) corals record seawater 233U/?*°U ratios (Chen et al.,
2018b; Tissot et al., 2018); prior work has also shown that deep-
sea scleractinian corals can record seawater 23%U/?2%U ratios
(Robinson et al., 2006). Here we specifically targeted deep-sea scle-
ractinian corals of the taxon Desmophyllum dianthus (formerly D.
cristagalli), which has been the focus of many paleoceanographic
studies (e.g., Robinson et al.,, 2005; Hines et al, 2015; Wang
et al.,, 2017).

Individual D. dianthus corals have a lifespan of decades, while
populations of D. dianthus corals can persist in a habitat for mil-
lennia (Thiagarajan et al., 2013). This gives D. dianthus consider-
able utility as an archive of Quaternary seawater chemistry.
Most work targets septa - plate-like structures radially oriented
about the body axis (Fig. 1) - for geochemical analysis (e.g.,
Adkins et al., 2003; Gagnon et al., 2007; Robinson et al., 2005;
Hines et al., 2015; Wang et al., 2017; S. Chen et al., 2021). While
fine-scale features within individual septa can be probed to
study vital effects and/or short time-series perturbations, here
we homogenized entire septa to provide large samples for pre-
cise U isotope analysis.

< transverse
section

2 cm

Fig. 1. Anatomy of a D. dianthus coral shown looking (a) parallel to transverse plane and (b) perpendicular to transverse plane. The modern specimen pictured was
collected during the TN228 cruise (Section 2.1). The two main portions of the coral skeleton, the septa and theca, are labeled accordingly. For analysis, a single septum was

removed from each coral and homogenized into a fine powder.

232



M.A. Kipp, H. Li, MJ. Ellwood et al.

2.1.2. Coral samples utilized in this study

D. dianthus specimens were obtained from the Smithsonian
Museum of Natural History and from sampling on the Tasmanian
seamounts during cruise TN-228 in 2008-2009 (Fig. 2). These cor-
als were collected with organic material present and are thus con-
sidered modern. The samples span a range of depths, allowing us to
determine whether the contributions of different water masses
and biogeochemical processes create U isotopic variability.

2.2. Seawater

Seawater samples were obtained from GEOTRACES stations that
were in close proximity to the deep-sea coral specimens described
above. These include samples from GEOTRACES cruises GAO3,
GAO02 and GP13 in the North Atlantic, South Atlantic and South
Pacific, respectively (Fig. 2). Samples were collected following stan-
dard GEOTRACES trace-metal clean protocols and acidified with
HNOs prior to storage and shipping (Schlitzer et al., 2018).

3. Methods
3.1. Sample preparation

All sample preparation and analyses were performed at the Iso-
toparium (Caltech). Prior to chemical processing, seawater samples
(30-60 mL) were spiked with the IRMM-3636 233U-236U double
spike (Verbruggen et al., 2008) such that a 3 % Ugpixe/Usample ratio
was achieved (assuming a U concentration of 3.2 ng/g for seawater
with a salinity of 35 psu; Owens et al.,, 2011). Samples were then
dried down in acid-cleaned PFA beakers at 120-140 °C. Twice-
distilled, concentrated HNO5; was then added to the residual salts,
and beakers were capped and set on a hot plate overnight at
140 °C. Samples were dried the next day and this process was
repeated (up to 4 times) until the solution remained clear after
addition of the HNOs (indicating Cl had been removed, which
would interfere with chemical purification). Samples were then
diluted in 20 mL of 3 M HNO3 in preparation for column chemistry.
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Modern coral samples were first physically abraded to remove
organic and mineral coatings (S. Chen et al,, 2021). Whole coral
septa were then sonicated in Milli-Q H,O to remove detritus, dried,
and powdered in an agate mortar and pestle. Powder aliquots
(40-200 mg) were dissolved in ~3.5 M (20 % v/v) trace-metal grade
acetic acid (Fisher Scientific) in pre-cleaned centrifuge tubes. Sam-
ples were then centrifuged and the supernatant was decanted into
an acid-cleaned PFA beaker. The residues were resuspended in
Milli-Q H,0, centrifuged, and the supernatant again decanted into
the PFA beaker. The resulting solutions were dried down
completely at 140 °C, and reconstituted in 5 mL of 3 M HNOs.

In parallel to the seawater and coral samples, we prepared and
analyzed the USGS Columbia River Basalt (BCR-2) geostandard to
monitor the long-term accuracy and precision of our methods.
Sample powder (100-250 mg) was dissolved by consecutive acid
attacks on hot plates using 4 mL of 3:1 HF:HNOs, followed by
4 mL of 3:1 HCI:HNO; (aqua regia). These steps were then
repeated. After the final dissolution step, 100-200 pL of HCIO4
was added to samples to dissolve residual fluorides. The HCIO4
was removed by heating at 165 °C for several hours, and the sam-
ples dried completely. The samples were then brought up in 5 mL
of 3 M HNOs.

Prior to spiking, the U content of coral and geostandard solu-
tions was measured on an iCAP RQ ICP-MS (ThermoFisher). A 2-
5 % aliquot was taken from the digest (in 3 M HNOs) and diluted
to 0.45 M HNOs. Relative error of U concentration measurements
was < 10 % in all runs as determined by replicate analyses of stan-
dard solutions. Coral and geostandard solutions were then spiked
with IRMM-3636 to obtain a 3 % Uspike/Usample Iatio. Spiked sam-
ples were dried down and redissolved in 5 mL of 3 M HNO; for col-
umn chemistry.

Samples were purified using U/TEVA resin (Eichrom) following
established protocols (e.g., Tissot and Dauphas, 2015). Following
chemical purification, the U cut was dried down completely,
0.5 mL of 1:1 HNO3:H,0, were added, and beakers were capped
and placed on a hot plate at 120 °C overnight to oxidize organic
molecules released from the resin during column chemistry. Sam-
ples were dried down entirely the next day and brought up in 3 M

A,
170°E

70°W 60°W 50°W

Fig. 2. Locations of seawater and coral samples. GEOTRACES stations marked with blue circles; coral sites marked with red squares. Maps were generated using Ocean Data
View (Schlitzer et al., 2018). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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HNOs. Column chemistry was then repeated a second time to fur-
ther remove matrix elements that have been shown to affect high-
precision 234U/?*8U measurements (Tissot et al., 2018). The final U
cuts were again treated with HNO3 + H,0, to degrade organics,
dried and reconstituted in 15 M HNOs, and ultimately diluted to
0.45 M HNOs for isotopic analysis.

3.2. U isotope analysis via MC-ICP-MS

All isotopic analyses were conducted on a NeptunePlus
(ThermoFisher) multiple collector inductively coupled plasma
mass spectrometer (MC-ICP-MS) at the Isotoparium. Solutions
were introduced to the mass spectrometer in 0.45 M HNO;
via an Aridus 3 (Teledyne CETAC) desolvating nebulizer (DSN)
system. Measurements were conducted in static mode with
234y as the center mass (Tissot and Dauphas, 2015). For most
measurements, the 2>*U signal was measured with a secondary
electron multiplier (SEM), while all other masses were mea-
sured in Faraday (FAR) cups coupled to 10'! Q resistors. The
SEM-FAR vyield (counts-per-second to volts) was determined
daily by running our bracketing standard solution in a multi-
line method that toggled the center cup between SEM and
FAR mode (further details in Section 4).

Raw data were downloaded from the NeptunePlus and pro-
cessed offline. The blank contribution was subtracted from each
mass by monitoring on-peak zeros prior to each solution measure-
ment. Instrumental mass bias was corrected via standard-sample
bracketing and double spike deconvolution (Dodson, 1963; Tissot
and Dauphas, 2015).

The 238U/?35U ratios are reported as 228U values in units of per-
mil relative to the U standard CRM-112a (**3U/?*°U = 137.837;
Richter et al., 2010; also named SRM960 or NBL112-a; CRM-145
for the solution form):

238U/ 2351 (1)

standard

%38y = { U/ P Usampie 1} % 1000.

The 234U/?38U ratios are expressed relative to secular equilib-
rium as:

(3234 Usec — (2)

( 234U/ 238U)sample ~ 1| x 1000
( 24U/ 2PU)g "

where (224U/?28U)s . is the atomic ratio at secular equilibrium and
is equal to the ratio of the decay constants of 28U and 234U, A,3g/
Aa34 = (1.5513 x 10719)/(2.8220 x 107%) = 5.4970 x 107> (Cheng
et al., 2013). Each sample was analyzed several times, and the ana-
lytical uncertainty is expressed as a 95 % confidence interval, calcu-
lated as 95%CI = T% where T is Student’s T value for the number of
replicate analyses, o is the standard deviation of replicate analyses,
and n is the number of replicate analyses (typically between 8 and
21).

4. Precision and accuracy of isotopic analyses

As the goal of this study is to search for subtle isotopic trends
that have escaped prior recognition, it is critical that we thoroughly
demonstrate both the precision and accuracy of our analytical
methods. In this section, we therefore walk through the relevant
constraints on the precision and accuracy of our measurements,
highlighting the ways these match or differ from prior work.

4.1. A brief history of U isotope analysis

Since the relative abundances of U isotopes were first
reported at the percent-level nearly a century ago (Nier,

234
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1939), the analytical precision of U isotopic analysis has
improved by three orders of magnitude (Tissot and Ibafiez-
Mejia, 2021). The first leap occurred in the 1950's-80's, with
the advent of thermal ionization mass spectrometry (TIMS)
and digital mass spectrometers (Wasserburg et al., 1969), which
made permil-scale precision routinely achievable for 233U mea-
surements and ~5 %o precision feasible for §*>*Ug.. (Chen et al.,
1986). With the rise of MC-ICP-MS in the 1990’s (Albaréde
et al., 2004; Halliday et al., 1998), precision of < 0.1 %. became
achievable for 5%%8U, leading to the first reports of natural
238235y variability (Stirling et al., 2007; Weyer et al., 2008).
In the decade and a half since these pioneering reports, hun-
dreds of studies have characterized 5%3%U trends in natural
materials, with some of the most recent studies reporting ana-
lytical precision of 10-30 ppm (0.01-0.03 %.; Chen et al,
2018b; Tissot et al., 2018). With such precise measurements,
it should in theory be possible to track subtle U isotope trends
across physical and chemical gradients in the ocean. However,
before doing so we must ensure that such precise analyses
are indeed accurate within the reported precision. While one
study (Tissot et al., 2019) has explored the limits of analytical
precision for U-limited 323%U analyses, no study has yet system-
atically evaluated the ultimate analytical limits of precision and
accuracy achievable for both §238U and §234Us.. analysis by MC-
ICP-MS. Below we walk through such an exercise before consid-
ering the results of our sample analyses.

4.2. Analytical precision

We begin by considering the precision of our analyses - i.e.,
how well can we reproduce the same measurement? To do this
we follow work by Dauphas et al. (2009) and John and Adkins
(2010) who undertook a similar exercise for Fe isotope analysis,
and Tissot et al (2019) who undertook the same exercise for
5238U measurements.

4.2.1. Internal error

We can start by calculating the maximum theoretically achiev-
able precision for a single measurement (i.e., the “internal” preci-
sion). There are two contributions to analytical error that we
must consider in this calculation: 1) electronic noise, called “John-
son noise” or “shot noise” (Gjmmson) and 2) counting statistics
(O counting)- Johnson noise is a function of detector temperature (T),
amplifier resistance (R), and measurement time (t), such that

4kTt
OJohnson = eziR

where k is the Boltzmann constant (1.381 x 1072> m? kg s2 K1)
and e is the elementary charge (1.602 x 107!° C). The error from
counting statistics is in contrast related only to the number of
“counts” registered by a detector. In this case, the counts are ions
hitting a Faraday cup or being counted in the SEM. John and
Adkins (2010) define an operational variable, nggy calculated as

3)

NgMp

(4)

which can be used to describe the number of counts made by two
detectors for a given isotope ratio measurement. Here, n, and n,
refer to the number of atoms of the two isotopes of interest that
are counted (i.e., 233U and 23U for §*3®U, and 2**U and 233U for
8234Uec). For the SEM, this is equal to the measurement reported
in units of counts-per-second (cps) multiplied by the integration
time for a single measurement. For Faraday cups, the voltage regis-
tered can be related to counts assuming a cps/V value of 6.25 x 107
(small fluctuations in this value have a negligible effect in this
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calculation, but will be considered in detail below). Using the nes
notation, the error from counting statistics can be calculated as

Gcounting = L (5)
Tefy

For a single measurement of known intensity and duration, we
can then calculate Gjopnson and O counting and cast them each as a func-
tion of ngy (Fig. 3).

Under optimal analytical conditions, the analytical error on a
single isotope ratio measurement will plot along the sum of the
Ojohnson AN O counting lines. We find that our analyses - both of stan-
dard solutions and of actual samples that have been processed
through our chemical purification protocol (Section 3.1) - indeed
plot along the curve of maximum internal precision for 28U
(Fig. 3a), with a third component (G ymown) Calculated to represent
remaining limitations on precision whose sources are not well-
understood. The magnitude of this additional error that we observe
here for U isotopes (0.014 %o) is similar to that observed by John
and Adkins (2010) for Fe isotopes (0.009 %o). For 234U, measure-
ments (Fig. 3b), there are two data populations: (1) those that plot
at (or above) the sum of the Gjonnson a0d G ounting lines, for which 234U
was measured in a Faraday cup, and (2) those that plot along the
G counting line, for which 234U was measured with the SEM (i.e., the
amplifier noise is irrelevant).

Here we also briefly note the importance of matching the resis-
tance of amplifiers during the measurement of two isotopes for
precise determination of the isotopic ratio. For most of our analy-
ses, we employed amplifiers with 10!! Q resistors (hereafter
“10"" Q@ amplifier”) for both the 23U and 23°U signals. However,
we tested the effect of instead utilizing a 10'? Q amplifier for the
235U signal, as this would reduce Johnson noise by a factor of
v/10. Since the 233U signal is considerably smaller than the 238U sig-
nal, the Johnson noise can contribute significantly to the analytical
error and thus diminishing it would help improve the attainable
precision of our analyses. When doing so, we see that internal error
reaches a plateau that is worse than the maximum achievable pre-
cision (gold crosses, Fig. 3a). This is due to the longer recovery time
of the 10" Q amplifier compared to that of the 10'! Q amplifier

28y signal (V)

0.1 1 10 100 500
1 GJohns\on o 10 Q on 35y
N ) 102 Q on #U
£ \
% ] Ocountin
< 0.1 ting %
8
I Q — Ounknown e
0.011, ; : : :
le+07 1le+08 1e4+09 1le4+10 1le+1l
Neff
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(Klaver et al., 2016). This effect could potentially be corrected by
employing a dynamic time correction, or “tau” correction
(Kimura et al., 2016; Craig et al., 2017), but we instead opted to uti-
lize uniform amplifiers for all measurements and increase the volt-
age as much as possible to reduce the relative impact of Johnson
noise on our internal precision. Due to the large dynamic range
of U isotopic abundance (?*8U/?3°U ~ 102), this leaves us still in a
realm where Johnson noise is a non-negligible source of error
(Fig. 3a) while we are approaching the maximum voltage (50 V)
for the 238U signal on a 10'' Q amplifier. Running at a
10x higher concentration and employing a 10 © amplifier for
2381 is one way around this limitation on maximal internal preci-
sion, because the decay time difference between 10'° and 10'" Q
resistors does not limit precision (as they are both much shorter
than the 4.194 s measurement cycle). However, running such
intense beams can lead to rapid degradation of the graphite liners
of Faraday cups (Chakrabarti et al., 2021), so we also avoided this
approach and ultimately opted to increase the number of analyses
rather than measurement intensity.

We also note that despite achieving sub-optimal precision, the
use of a 10'? Q amplifier on the minor isotope still outperforms
matched 10'" Q amplifiers in the region of ns space where John-
son noise is the dominant source of error (ngg < 108) (Fig. 3b). As
this is the region of n.g space for all $***Ug. measurements under-
taken here, we utilized a 10'2 Q amplifier in all tests where 234U
was measured in a Faraday cup (Fig. 3b).

4.2.2. Intermediate and external error

Having demonstrated that each individual analysis is maximiz-
ing the attainable precision of the instrument, we can then con-
sider the “intermediate” and “external” error; i.e., the error
associated with replicate analyses of the same solution in the for-
mer case, and that associated with replicate preparations of solu-
tions from the same original sample (i.e., a coral septum or
seawater aliquot) in the latter case. The “pooling” of replicate anal-
yses is commonplace in MC-ICP-MS and was first statistically jus-
tified by Albaréede et al. (2004), who demonstrated that replicate
analyses do indeed adhere to a single distribution. As noted above,
we relied on this approach to increase the total number of counts

24 signal (cps) 50 100 250 (x1000)

| IS I
B4 signal (mV) 1 10 100
104 O SEM on Z4U
— 10 Q on **U
S
?A 1 Ocounting
“©
c
s}
T 017
°© b GJohnscn\
0.01 A : : : .
le4-06 le4-07 1le4-08 le+09
Neff

Fig. 3. Limits on internal precision of U isotope analyses. Internal precision on (a) §2*U and (b) ?>*U,.. measurements is limited by Johnson noise (Gjohnson; blue lines) and
counting statistics (Gcounting; Ted lines). All sample data (white circles) plot at the theoretical maximum internal precision (represented by the dashed black curve, which is
the sum of the red and blue lines). Standards analyzed with a 10'? Q amplifier on 2**U show poorer internal precision (gold crosses, panel a). The subset of samples for which
234y was measured in a Faraday cup (gold crosses, panel b; 10'2 Q amplifier) are limited by both Johnson noise and counting statistics; all other samples for which 234U was
measured in the SEM (white circles) were only limited by counting statistics. Theoretical error from Johnson noise was calculated for a 10! Q amplifier on 2>°U in panel (a)
and 10'? Q amplifier on 24U in panel (b); 10'" ©Q amplifier was used for 2>8U in all calculations. Top x-axes denote signal intensity on 2*U and 2**U in panels (a) and (b),
respectively. In panel (b), the secondary (red) top x-axis denotes the signal in cps registered on the SEM for SEM-FAR measurements; the primary (black) top x-axis denotes
the signal in mV registered on the Faraday cup for FAR-FAR measurements. For both panels, the signal intensity is directly related to n.y since all analyses were comprised of
50 cycles of 4.194 s each. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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per sample analysis, rather than increase our measurement
intensity.

Here we consider two approaches to quantify the contributions
to total error that result from the pooling of replicate analyses.
First, we follow John and Adkins (2010) in calculating the error-
normalized deviates (END’s) of replicate analyses. While John
and Adkins (2010) calculated END’s using measured isotopic ratios,
we have modified the calculation to utilize double-spike corrected
delta values so that we can observe the ultimate precision of our
double-spiked reduced data. We therefore calculate END as

68U - U

2 2
\/0F + T

where 3U; and 3U; denote the delta values (3%*8U, §2**Use) of indi-
vidual replicate analyses of a given sample, and o0; and o; are the
internal errors associated with these measurements. If the pooled
replicate analyses have a variance matching that which is expected
given their prescribed errors, then the distribution of all END’s cal-
culated for all possible pairs of replicate analyses will have a stan-
dard deviation (ognp) of unity. An advantage of casting the
intermediate and external error in this way is that relative contribu-
tions of error are intuitive to grasp: for our double-spike reduced
5238U data, we observe ognp Of ~1.6 for replicate analyses of the
same solution (Table 1), meaning the internal error would need to
be 60 % larger to account for the dispersion of replicate analyses.
The ognp Of replicate preparations of samples is ~1.9 (Table 1).
These values are slightly lower for 23U, (Table 1).

Second, we calculate a more common metric, the mean squared
weighted deviation (MSWD; Wendt and Carl, 1991), as

1\ <& (8U; = 6Upean)?
MSWD = (ﬁ> > e (7)

END (6)

1

Like ognp, the MSWD has a value of unity when the analytical
replicates adhere to the distribution that would be expected given
their prescribed errors. If the errors specified are the internal error,
then the MSWD is being used in nearly identical fashion to the
END. Calculating the MSWD using the same replicates as above
gives an average value of 4.05 for 5238U and 1.66 for 823%Use.
(Table 1), indicating that the actual uncertainty is larger than just
the internal error.

One might now ask why the error of pooled replicate analyses is
larger than that of single measurements, particularly for §228U. We
note that it is not the case that pooling analyses adds additional
error; rather, by making replicate measurements of the same solu-
tion, we are able to observe that the dispersion of these measured
values is greater than that implied by their internal error. In other
words, the internal error does not capture the full uncertainty on
the measurement. For this reason, observations of ogyp > 1 high-
light the importance of making several replicate analyses of a solu-
tion, such that the full error may be captured. To demonstrate that
we have indeed accounted for the full error of replicate analyses,

Table 1
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we can again calculate the MSWD, this time using the intermediate
or external error. We find that MSWD ~ 1 for intermediate and
external replicates for 523%U and §*3*Use. (Table 1), meaning that
our quoted errors indeed capture the full uncertainty on each
measurement.

Finally, we can consider the ways in which our analytical setup
differs from prior work, and whether it impacts the limits on our
analytical precision. For instance, John and Adkins (2010) reported
oenp Of 1.04 for replicate Fe isotope analyses, meaning that the
total analytical error almost entirely derives from internal error
(i.e., Johnson noise and counting statistics). One difference
between our analytical approach and theirs is that we employ dou-
ble spike deconvolution to correct for mass fractionation during
sample preparation and analysis. Interestingly, if we repeat the
END calculation for our 823U data prior to double spike deconvo-
lution (i.e., only using standard-sample bracketing to calculate
delta values), we obtain a smaller ognp of ~1.4 for our intermedi-
ate precision. At first glance, this seems to imply that the double
spike correction is adding uncertainty. But it is important to note
that this increase in ognp (from 1.4 to 1.6 after double spike decon-
volution) is accompanied by a decrease in absolute error. Thus, the
increase in Ggnp reflects the fact that, after double spike correction,
processes that are not corrected for by standard-sample bracketing
and double spike deconvolution (e.g., plasma flicker, instrumental
mass bias fluctuations) represent a greater proportion of the resid-
ual error.

We further explored whether part of this residual error could be
accounted for by utilizing a different mass fractionation law to
describe instrumental mass bias. Most double spike work assumes
that instrumental mass bias in both TIMS and MC-ICP-MS instru-
ments follows the exponential law, following empirical constraints
from multiple elements (Russell et al., 1978; Albarede et al., 2004;
Albaréde et al., 2015). However, for extremely high-precision anal-
yses, subtle deviations from the exponential law can have resolv-
able effects (e.g., Hart and Zindler, 1989; Wombacher and
Rehkdmper, 2003). To test for such effects, we modified our data
reduction scheme to utilize the generalized power law (Maréchal
et al., 1999). Using different exponents (—1 < n < 1) had a negligible
effect on the reproducibility of our data (i.e., Ggnp remained ~ 1.6),
indicating that the combination of standard-sample bracketing and
double spiking accounts for most of the mass-dependent fraction-
ation during isotopic analyses, regardless of the assumption on the
mass-fractionation law. We therefore conclude that the remaining
error derives from non-mass-dependent fluctuations in instrumen-
tal mass fractionation.

To track down the source of this remaining error, we can con-
sider a second difference between our work and that of John and
Adkins (2010): we used a DSN (Aridus 3), whereas the Fe isotope
analyses used a glass cyclonic spray chamber (CSC). While the
DSN results in higher sensitivity, the CSC setup has superior signal
stability, and it is thus possible that sample introduction with a
DSN causes medium-term (i.e., intra-run) changes in mass bias

Precision and accuracy of replicate analyses. MSWD = mean squared weighted deviation; Ggnp = standard deviation of error-normalized deviates (END's). Calculations are
presented in Section 4.2.2, MSWD was calculated for external replicates with ngnayses > 9. Representative intermediate and external 95 % CI values were calculated from

corresponding 2SD value assuming nanayses = 9; better precision can be attained if more replicate analyses are performed.

6238U 5234US€C
avg. 2SD (%) avg. MSWD OGEND avg. 2SD (%) avg. MSWD GEND
95 % CI 95 % CI
(%) (%)
Internal N/A 0.068 4.05 N/A N/A 0.67 1.66 N/A
Intermediate 0.121 0.046 1.04 1.59 0.87 033 1.19 1.08
External 0.138 0.052 0.80 1.85 0.95 0.36 0.81 1.38
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that affect the reproducibility of replicate analyses. We tested this
hypothesis by running a sequence of standards using an identical
setup (i.e., same cones, amplifier configuration) but with the glass
CSC instead of the DSN, and indeed found ogyp of ~1.0 for interme-
diate precision on 5233U. We therefore conclude that instabilities in
sample introduction with the DSN alone can explain the additional
error observed in replicate 2>8U analyses. While running all anal-
yses with a CSC would therefore allow superior precision, U trans-
mission (Unmeasured/Uintroduced) 15 an order of magnitude lower for the
CSC than DSN. This therefore represents a tradeoff that an analyst
must assess based on the availability of sample material and the
cost of additional standard and spike consumed in bracketing anal-
yses. For the sample-limited nature of the seawater analyses
undertaken here, sample introduction via the DSN was determined
to be the most reasonable approach. The maximum attained exter-
nal precision of these analyses (95 % CI of ~+0.03 %o on 52>8U) only
slightly deviates from that achievable with a CSC (~+0.02 %o).

4.3. Analytical accuracy

Having established an approach to precise U isotope analyses, we
now must confirm that our data are accurate within the reported
precision limits. For §2*%U data, this task is straightforward. Every
single sample measurement was bracketed by measurement of a
standard solution (CRM-112a) spiked to the same level (3 %), at
the same U concentration and same acid molarity as the sample
solutions. After correcting sample and standard data individually
via the double spike, we then used standard-sample bracketing to
determine the §223U value. This allows the correction of systematic
biases that double spike deconvolution alone cannot handle, such
as offsets due to different cones or cup configurations (Tissot and
Dauphas, 2015), or non-exponential mass-fractionation (see above).

To confirm that our approach gives accurate results, we com-
pare our 8*33U data from several replicate digests of the BCR-2 geo-
standard (Table 2) to all previously published values (Weyer et al.,
2008; Brennecka and Wadhwa, 2012; Cheng et al., 2013; Murphy
et al, 2014; lizuka et al., 2014; Dahl et al.,, 2014, 2017, 2019;
Tissot and Dauphas, 2015; Holmden et al., 2015; Goldmann et al.,
2015; Brennecka et al., 2015, 2018; Andersen et al., 2015; Tissot
et al,, 2016, 2018, 2019; Lau et al, 2016, 2017; Wang et al,,
2018; Avanzinelli et al., 2018; Dang et al., 2016, 2018,2022;
Freymuth et al., 2019; Merle et al., 2020). We find that our data
(328U = -0260 %o t 0.016 %o, Ngigess = 11 separate digests,
Nanalyses = 142 replicate analyses) closely agree with prior work
(38U = -0.262 %o * 0.005 %o, Ngigests = 33). Furthermore, all
11 digests that were analyzed individually fall within uncertainty
of the literature mean. Collectively, these results demonstrate that
our 838U analyses are accurate as well as precise.

In the case of §23*Us.. data, achieving analytical accuracy is
more complicated. The reason is that the SEM-FAR (cps/V) “yield”
calibration is itself a source of uncertainty. Thus, in cases where
this calibration is inaccurate but the SEM analysis is very precise
due to the large number of counts, the resulting data can easily
be inaccurate within the reported analytical precision.

To ensure that we accurately determined the SEM-FAR yield, we
performed a manual calibration at the beginning and end of each
measurement sequence. We did this by running our same bracket-
ing standard solution in a measurement routine with two sub-
sequences: one where the center cup (>3*U) signal was diverted
to the SEM, and another where the 234U signal was measured in
a Faraday cup with a 10'? Q amplifier. In a typical run, we would
start and finish with 3 replicates of this “cps/V calibration” method,
which would be averaged to determine the yield for that run. We
note that while other isotopes could be used to achieve a larger sig-
nal on the center cup (e.g., >*3U or *5U) and thus a more precise
estimate of the cps/V value, measuring the cps/V yield at a higher
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intensity would require correction for the non-linearity of the
response of the SEM (Richter et al,, 2001). As correcting for this
non-linearity would require also making measurements at the
same intensity as our sample analyses, we circumvented the
non-linearity correction by simply determining our cps/V yield at
the same intensity as our analyses.

When using this method, we were able to observe the yield
diminishing throughout a multi-week analytical session (Fig. 4),
as is expected due to degradation of the SEM as a linear function
of counts. Since individual yield calibrations are not very precise,
owing to the small 224U ion beam (1-2 mV), we ultimately fit a lin-
ear trend through the cps/V values as a function of cumulative
counts registered by the SEM and used the corresponding values
to correct our data through a multi-sequence analytical session
(typically 5-15 days long).

We evaluated the accuracy of this method of yield calibration in
two ways. First, we measured three samples using a Faraday-
Faraday (FAR-FAR) method that did not require a cps/V conversion
(as in Andersen et al., 2004, 2010). We did this by running at a
higher U concentration (100 ppb for FAR-FAR vs 15 ppb for SEM-
FAR measurements) and employing 10'° Q and 10'? Q amplifiers
to measure the 235U (~145 V) and ?>*U (~8 mV) signals, respec-
tively. In doing so, we observed that all three samples were mea-
sured at identical values within analytical precision via FAR-FAR
and SEM-FAR analysis (Fig. 5a). This confirms that our cps/V con-
version method indeed gives accurate results.

Second, we generated §23*U,.. data from replicate digests and
analyses of BCR-2. We determined a value of §>3*Usec = +0.64 %o
+ 0.08 %o (Ngigests = 11, Nanaiyses = 142 replicate analyses; Fig. 5b),
which includes measurements in four separate analytical sessions
(and thus four independent cps/V calibrations) over a span of
19 months. This value is within error of previously reported values
(Fig. 5b; Cheng et al., 2013; Tissot and Dauphas, 2015; Tissot et al.,
2018, 2019; Avanzinelli et al., 2018) but is more precise because
we used much more U per measurement than is typically done
in 523#U,e. work (because more U is required for precise 238U anal-
ysis). We therefore can confidently say that the 234U/?38U of BCR-2
is not at secular equilibrium, and further suggest that this geostan-
dard can be used as an accuracy test in future 534U, studies.

5. Results

Seawater samples analyzed using the methods described above
show subtle heterogeneity in 523U, and to a lesser extent in 52>#Usec
(Table 2). Individual seawater samples from the North Atlantic
(GA02 and GAO3) display a ~0.1 %o range in measured 528U values,
from —0.431 £ 0.042 %o to —0.337 £ 0.045 %.. Analyses of samples
from the same depths at adjacent stations show good agreement
(Fig.6a). Abaseline of about —0.39 %0 is observed, with the exception
ofanexcursion to more positive values (maximum of about —0.34 %o)
near 1000 m depth (Fig. 6a). This coincides with a drop in absolute U
concentration (Fig. 6a), as well as U/salinity. In contrast, §>>*Us.
remains constant at all depths and sites, within a range of +144.98
+0.23 %o to +146.22 + 0.43 %0 (Fig. 6a). Four D. dianthus specimens
show very close agreement with the 238U values of ambient seawa-
ter (Fig. 6a); however, two specimens deviate in §234Us..

Seawater samples from the South Pacific (GP13) show a nar-
rower 8238U range of ~0.05 %o (—0.387 + 0.029 %o to —0.338 *
0.030 %o). A narrow 52**Use. range is also observed, from +145.14 +
0.04 %o to +145.76 £ 0.32 %o (Fig. 6b). A single D. dianthus specimen
at this site shows excellent agreement with both §238U and §%>*Use.
(Fig. 6b). Several replicate analyses of different septa on a
D. dianthus specimen from the TN-228 cruise also show good
agreement in 5%3%U and §***U.. when compared to the GP13
seawater data (Fig. 7).
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Table 2

Uranium data generated in this study. All U concentration data have 95 % CI < 0.01 ng/g; however, we note that a larger systematic uncertainty likely exists due uncertainties in
the dilution of the CRM-112a and IRMM-3636 spike solutions. This uncertainty would not affect the trends observed here, but could slightly offset the absolute U content of the
samples in a systematic fashion.

North Atlantic

GEOTRACES

cruise latitude longitude depth (m) 238U 95 % CI 623Uec 95 % CI salinity U (ng/g) n
GAO03 354178 293.4735 235.7 -0.387 0.036 145.73 0.35 36.595 3.02 8
GA03 39.6859 290.1870 420 —0.400 0.054 145.56 0.33 35.098 3.04 9
GAO03 35.4178 293.4735 422.5 -0.414 0.036 145.75 0.35 36.511 3.04 8
GA03 39.6859 290.1870 475 —0.358 0.045 146.22 0.43 35.068 3.05 5
GAO03 39.6859 290.1870 526 —0.380 0.044 144.98 0.23 35.054 2.98 13
GAO03 35.4178 293.4735 552.3 -0.355 0.046 145.27 0.27 36.207 3.14 13
GAO03 39.6859 290.1971 600 -0.392 0.038 145.65 0.32 35.023 2.99 8
GAO03 39.6859 290.1971 665 -0.373 0.038 145.63 0.32 34.994 293 8
GA03 35.4178 293.4735 803.6 -0.358 0.046 145.33 0.27 35.344 2.99 13
GAO03 39.6859 290.1971 825 -0.355 0.040 146.15 0.28 34.962 2.89 11
GA02 49.7218 317.5523 1012 -0.337 0.045 145.71 0.25 34.935 2.83 7
GA02 51.8203 314.2675 1014 -0.347 0.046 145.57 0.27 34.893 2.93 13
GA02 51.8203 314.2675 1258 —0.405 0.047 145.57 0.28 34.896 3.05 12
GA02 49.7218 317.5523 1262 -0.357 0.048 145.65 0.27 34914 3.05 6
GA03 39.6859 290.1971 1501 -0.361 0.048 145.74 0.30 34.955 2.91 11
GA02 49.7218 317.5523 1517 -0.407 0.040 145.91 0.26 34.920 2.91 7
GA02 51.8203 314.2675 1521 -0.431 0.042 145.40 0.21 34.912 3.04 14
GA02 54.0634 314.1649 1521 —0.400 0.051 145.95 0.31 34.906 3.04 10
GAO03 39.6859 290.1971 1671 -0.386 0.037 145.58 0.23 34.953 3.01 7
GA02 54.0634 314.1649 1758 -0.390 0.052 145.76 0.31 34.909 3.06 10
GA02 49.7218 317.5523 1771 -0.392 0.040 145.90 0.26 34.923 3.02 7
GA02 51.8203 314.2675 1773 -0.407 0.047 145.22 0.17 34.912 2.91 14
GAO03 39.6859 290.1971 1800 -0.402 0.071 145.74 0.52 34.955 3.00 8
GAO03 39.6859 290.1971 2000 -0.382 0.067 145.06 0.52 34.948 3.00 8
GA02 51.8203 314.2675 2003 -0.413 0.047 145.49 0.17 34.910 2.89 14
GA02 49.7218 317.5523 2024 -0.386 0.035 146.12 0.23 34.919 3.01 9
GAO03 39.6859 290.1971 2050 -0.413 0.083 145.49 0.38 34.947 2.97 3
D. dianthus

sample latitude longitude depth (m) 8238y 95 % CI 82340 95 % CI U (ng/g) n
7923 39.725 290.617 1953-2220 -0.395 0.042 141.33 0.29 3.51 9
78461 38.488 286.973 1990-2175 —0.366 0.041 145.19 0.21 3.91 21
62306 39.775 290.262 1675 —0.386 0.064 141.56 0.26 4.22 6
62309 40.379 292.344 430-613 —0.404 0.030 145.78 0.31 3.39 15
South Atlantic

GEOTRACES

cruise latitude longitude depth (m) 8238y 95 % CI 823U 95 % CI salinity U (ng/g) n
GA02 —48.968 311.121 301 -0.407 0.043 145.37 0.30 34.053 3.03 9
GA02 —48.968 311.121 404 -0.374 0.024 145.08 0.37 34.114 2.87 9
GA02 —48.968 311.121 502 -0.356 0.044 144.90 0.39 34.207 2.97 9
GA02 —48.968 311.121 750 -0.396 0.046 145.66 0.16 34.372 3.64 10
GA02 —48.968 311.121 1014 -0.358 0.045 145.52 0.40 34.513 2.99 8
GAO03 —48.968 311.121 1267 -0.379 0.042 145.54 0.26 34.625 3.00 7
D. dianthus

sample latitude longitude depth (m) 538U 95 % CI 523%Ue, 95 % CI U (ng/g) n
47409 —54.483 320.633 659-686 -0.366 0.034 145.10 0.23 4.71 21
South Pacific

GEOTRACES

Cruise latitude longitude depth (m) 5238y 95 % CI 823U, 95 % CI salinity U (ng/g) n
GP13 —29.999 173.000 15 -0.376 0.036 145.37 0.30 35.642 2.92 21
GP13 —29.999 173.000 30 -0.361 0.038 145.29 0.23 35.641 3.01 25
GP13 —29.999 173.000 50 -0.387 0.029 145.27 0.21 35.640 3.01 21
GP13 —29.999 173.000 75 -0.354 0.027 145.43 0.23 35.641 3.05 25
GP13 —29.999 173.000 100 -0.357 0.030 145.48 0.25 35.638 3.03 21
GP13 —29.999 173.000 150 -0.360 0.028 145.43 0.35 35.601 3.07 21
GP13 —29.999 173.000 200 -0.369 0.026 145.15 0.40 35.559 2.99 23
GP13 —29.999 173.000 300 -0.338 0.030 145.21 0.20 35.434 3.08 21
GP13 —-29.999 173.000 500 -0.372 0.027 145.51 0.31 34.996 2.97 20
GP13 —29.999 173.000 750 -0.374 0.033 145.63 0.30 34.644 2.94 19
GP13 —29.999 173.000 1000 -0.375 0.024 145.34 0.31 34.434 2.90 20
GP13 —29.999 173.000 1450 -0.379 0.026 145.76 0.32 34,554 2.86 19
D. dianthus

sample latitude longitude depth (m) 5238y 95 % CI 62U ec 95 % CI U (ng/g) n
94071 -30.717 173.280 590-640 -0.370 0.031 145.44 0.34 3.71 9
TN228 —44.8 150.3 2395 —0.331 0.044 145.31 0.42 5.75 13
TN228 —44.8 150.3 2395 -0.361 0.073 145.21 0.41 5.67 11
TN228 —44.8 150.3 2395 -0.385 0.053 145.20 0.28 5.28 12
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TN228 —44.8 150.3 2395 —0.380 0.074 145.11 0.34 5.34 9
TN228 —44.8 150.3 2395 —0.402 0.069 145.06 0.35 5.33 9
TN228 —44.8 150.3 2395 -0.324 0.034 145.20 0.40 523 8
TN228 —44.8 150.3 2395 —0.338 0.067 145.10 0.36 5.34 9
TN228 —44.8 150.3 2395 —0.366 0.050 145.34 0.31 5.08 12
TN228 —44.8 150.3 2395 —0.425 0.058 144.03 0.34 5.12 9
TN228 —44.8 150.3 2395 —0.361 0.061 145.26 0.23 4.92 9
TN228 —44.8 150.3 2395 —0.355 0.083 144.70 0.30 4.67 8
TN228 —44.8 150.3 2395 —0.373 0.045 145.37 0.35 4.68 8
TN228 —44.8 150.3 2395 -0.374 0.051 144.75 0.38 4.66 9
TN228 —44.8 150.3 2395 —0.344 0.045 144.89 0.40 4.69 8
TN228 —44.8 150.3 2395 -0.377 0.041 144.58 0.40 4.73 9
TN228 —44.8 150.3 2395 —0.365 0.051 145.70 0.35 447 8
TN228 —44.8 150.3 2395 —0.400 0.060 145.41 0.26 4.56 9
TN228 —44.8 150.3 2395 -0.371 0.038 145.50 0.20 4.64 8
TN228 —44.8 150.3 2395 -0.375 0.075 145.25 0.22 4.58 10
TN228 —44.8 150.3 2395 -0.373 0.079 144.94 0.33 4.63 9
BCR-2
sample 3238y 95 % CI 823U 95 % CI U (ng/g) n
BCR-2 —0.291 0.047 0.41 0.31 1.63 9
BCR-2 —0.226 0.036 0.66 0.55 1.61 4
BCR-2 -0.229 0.032 0.53 0.67 1.71 4
BCR-2 -0.235 0.060 0.84 0.38 1.74 8
BCR-2 —0.277 0.034 0.71 0.15 1.59 19
BCR-2 —0.264 0.025 0.65 0.21 1.59 16
BCR-2 —0.243 0.025 0.52 0.16 1.59 21
BCR-2 —0.299 0.040 0.59 0.20 1.59 14
BCR-2 —0.269 0.022 0.65 0.16 1.59 25
BCR-2 —0.265 0.036 0.75 0.18 1.58 11
BCR-2 -0.263 0.036 0.70 0.29 1.58 11
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Fig. 4. SEM-Faraday cup yield calibration through 16 consecutive analytical :)3 0 “
sequences. One sequence was run per day and the yield was measured at the i” 18
beginning and end of each sequence; the points and error bars represent the mean © '
and 95 % CI of these yield determinations. The total number of counts registered in -2 1.0
the SEM per session were then tallied and the yield determinations were fit against 0. © °
cumulative counts. Solid line denotes linear trend through data with 95 % CI in 0.5 :
shaded region as determined by Monte Carlo simulation. We find that the yield | 010 Tt et e ]
diminishes by about 275 cps/V per million counts. -4 e 40.64 + 0.08%o

Seawater samples from the South Atlantic (GA02) show a simi-
larly narrow range of §238U (—0.407 + 0.043 %o to —0.356 + 0.044
%0) and 823U values (+144.90 * 0.39 %o to +145.54 * 0.16 %o).
One nearby coral shows 828U (—0.366 + 0.034 %.) and 5>>*Use.
(+144.91 £ 0.33 %0) values that agree within analytical precision.

6. Discussion
6.1. Homogenous 6*>*Us.., heterogeneous 5?>3U: What is the
mechanism?

Our high-precision survey of seawater U isotope ratios has sur-
prisingly revealed resolvable differences in 523U values, and to a
lesser extent in §23*Use values, along depth profiles. Here, we

239

Fig. 5. Accuracy of 524U, analyses. SEM = secondary electron multiplier used to
measure 234U; FAR = Faraday cup used to measure 23*U. Panels denote: (a)
comparison of SEM-FAR and FAR-FAR measurements of three D. dianthus specimens
from Cruise TN-228, and (b) comparison of measured 52>4Us. values for USGS BCR-
2 geostandard with literature reports (references in Section 4.3).

consider what mechanism(s) might be driving this isotopic vari-
ability. These can be divided into two categories: (i) mixing of
heterogeneous water masses (i.e., conservative behavior), and (ii)
in-situ chemical processing (i.e., non-conservative behavior).

To assess the first possibility, we can use the narrow range of
5234U,ec values as a clue. It is known that rivers deliver U to the
ocean with highly variable §?*4Us. (range of > 1000 %o;
Andersson et al., 1995; Chabaux et al., 2001, 2003; Robinson
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Fig. 6. Depth profiles in the (a) North Atlantic and (b) South Pacific. Circles denote seawater samples; squares denote coral samples. Grey circles represent individual
preparations of seawater that were averaged for a given depth. Dashed and dotted lines denote the following means and associated uncertainty: in 523U plots, published
global seawater value (—0.39 + 0.01 %; Tissot and Dauphas, 2015); in [U] plots, predicted [U] assuming U/salinity as in Owens et al (2011) ([U] = (0.100 + 0.006)
*S - (0.326 % 0.206); in §2>4Us.. plots, global re-normalized coral and seawater value (+145.0 1.5 %o; Chutcharavan et al., 2018). South Atlantic data not plotted due to low

sample density. Associated sample metadata are presented in Table 2.

et al., 2004b; Andersen et al., 2007, 2016); by comparison, the
range of riverine 8*3%U values is much smaller (<1%o; Andersen
et al., 2016). It follows that the mixing of riverine signatures into
the global seawater reservoir should yield steeper gradients for
§234Ugec than 8%28U. Indeed, Andersen et al (2007) observed the
8234U,.. signature of riverine input in the Arctic ocean. In that
study, a 52**Uge. range of > 10 %. was observed, which corre-
sponded to an up to > 10 % contribution of river water in the stud-
ied samples (i.e., a salinity range from 35 to 30 psu). In contrast, the
samples studied here are little affected by riverine inputs, evi-
denced in part by a much narrower range of salinity (34.5 to
36.0 psu) that is more closely influenced by water mass
evaporation-precipitation balance than freshwater input. Consis-
tently, very little variability in 523U is seen in the samples —
both within depth profiles at each site, and across ocean basins
(Fig. 6). Put another way, the narrow distribution of §***Us.. values
implies a negligible effect from mixing of isotopically variable
riverine inputs on seawater 38U values.

A second possible U source - which is considerably smaller in
global magnitude (Dunk et al., 2002) - is aeolian dust deposition.
If aeolian U were deposited (and solubilized) near any of our sam-
ple sites, it could act as a source of crustal U (8?38U = —0.29 %o;
8234Ugec = 0 %o; Tissot and Dauphas, 2015) to seawater. The Atlantic
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Ocean receives considerable dust input from the Sahara Desert,
though our Atlantic sites are farther north than the region of max-
imum Saharan dust deposition (e.g., Menzel Barraqueta et al,
2019). Our Pacific site is also close to a region of significant dust
deposition from the Australian continent (Ellwood et al., 2018;
Nguyen et al., 2019). Mixing of a detrital end-member into seawa-
ter at either location would add U that is slightly isotopically heav-
ier in 238U, and at secular equilibrium for §?34U,.., giving a shallow
positive slope in §238U vs [U] space and a steep negative slope in
8234U,ec vs [U] space. As noted above, the narrow range of §>>#Use.
values observed at our sites argues against any significant conti-
nental U input, as contributions of even a few percent of continen-
tal U would create §234Us., deviations of several permil. Thus, the
observed variability in the ratio of the long-lived isotopes of U
(8%38U) in our samples more likely derives from other processes.
We thus turn our attention to the possibility that chemical reac-
tions occurring within the ocean are driving the observed §2*8U
variability. There are multiple reactions that may fractionate U iso-
topes in the ocean (Andersen et al., 2017), including reductive
immobilization, adsorption to particulates, and incorporation into
authigenic minerals; discerning which is (are) the most likely
driver(s) of the observed signatures first requires achieving the
right sign of isotopic effect and U mass balance. A natural starting
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Fig. 7. Comparison of TN-228 coral and GP13 seawater data. Shading denotes
mean and 95% confidence interval for coral and seawater samples. Grey shading in
panel (b) denotes samples whose 523U, may have been affected by internal 234U
partitioning, which were excluded from the calculation of the mean coral §***Us,.
value.

place is to consider the reaction that is thought (e.g., Lau et al,,
2019) to exert the largest isotopic leverage on the marine 528U
mass balance: U reduction in anoxic/euxinic environments. In sed-
iments overlain by anoxic bottom waters, U is reductively immobi-
lized with an isotopic effect of ~+0.6 %o (Holmden et al., 2015;
Rolison et al., 2017; Lau et al.,, 2020). This sink accounts for
~20 % of U burial (Morford and Emerson, 1999; Dunk et al.,
2002) and depletes the ocean of 233U, driving seawater 523%U to a
value lower than that of riverine inputs (—0.30 + 0.04 %o;
Andersen et al., 2016). Thus, the isotopic signature of U reduction
would be a positive correlation between 523U and [U] or [U]/salin-
ity. Strikingly, in both the North Atlantic and South Pacific datasets
(South Atlantic not considered here due to sparse data), such a pos-
itive correlation is observed (Fig. 8). An illustrative calculation can
be made assuming that U is removed from seawater via U reduc-
tion with a +0.6 %o fractionation. The slope of such a U removal pro-
cess (red dashed lines, Fig. 8) closely matches the observed trends.

Is local U reduction influencing seawater 523U values at these
sites? Both the North Atlantic and South Pacific stations (Fig. 2)
are far from settings that are thought to make the dominant contri-
butions to anoxic U burial, which include restricted basins such as
the Black Sea (Rolison et al., 2017), Saanich Inlet (Holmden et al.,
2015) and Cariaco Basin (Andersen et al., 2014). Furthermore, U
reduction is thought to predominantly occur at the sediment-wa-
ter interface (see, e.g., Lau et al., 2020), which is reflected by the
~2x smaller (Clark and Johnson, 2008) expressed isotopic fraction-
ation (+0.6 %o) than is expected due to nuclear field shift effects
(+1.3 %o; Bigeleisen, 1996). Collectively, these observations make
it seem unlikely that local U reduction could explain the observed
8238U trend. Instead, it would seem more likely that the observed
8238U variability reflects mixing of water masses that are more
and less impacted by the process of anoxic U reduction. Such mix-
ing must occur on kyr timescales to propagate the isotopic effect of
U reduction in anoxic environments into the global ocean. Thus, we
infer that we are most likely observing such an effect in the 523U
vs [U] correlations (Fig. 8) at the sites studied here, although we
cannot explicitly constrain the proximity of the site(s) of U
reduction.

In addition to the regional/global impact of anoxic U reduction,
there may also be local effects superimposed. For instance, at
~1000 m in the North Atlantic data, 238U values go heavier while
[U] and [U]/salinity decrease. This implies a process that removes
isotopically light U from solution - the opposite direction of U
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reduction. One possibility is U adsorption to organic matter, which
is associated with a fractionation of —0.2 %0 to —0.8 %. (Holmden
et al., 2015; Chen et al., 2020). However, organic matter export flux
peaks in the photic zone, much shallower than ~1000 m where the
U removal and isotopic fractionation is observed. Furthermore,
regeneration of U either adsorbed to organic matter or co-
precipitated with carbonate - i.e., remineralization in either the
organic or inorganic component of the biological pump - would
also not provide a sufficient explanation, as these processes would
add U to deeper waters. A more likely process is U adsorption onto
Fe- and/or Mn-oxides, in which lighter isotopes are known to
adsorb with a fractionation of ~—0.24 %. for §3%U (Brennecka
et al.,, 2011; Goto et al., 2014; Wang et al., 2016), and which is
thought to remove up to ~10 % of U from the ocean (Morford
and Emerson, 1999; Dunk et al., 2002). Using the observed U deple-
tion at ~1000 m, an illustrative calculation can be made to deter-
mine whether U removal via adsorption on Fe- and/or Mn-oxides is
a plausible mechanism for the observed isotopic trend. Removal of
~10 % of local U via such a process would result in an effect of
~0.03 %o, which roughly matches the magnitude of the observed
52380 excursion (~0.04 %0; Fig. 8ab).

This inference of U adsorption onto Fe- or Mn- oxides is further
supported by the published particulate data from the GAO2 cruise.
At Station 6 (58.602°N, —39.705°E), a sharp Fe(OH), maximum is
observed at 1000 m depth that is not observed at 500 or 1500 m
depth (Stichel et al., 2020). While particulate data do not exist
for the GAO2 stations studied here (8, 9 and 10), we can speculate
that similar particulate distributions exist at these nearby sites and
are driving the observed U depletion and isotopic fractionation.
Further detailed work to track U isotopes across regions of high
particulate content will help to clarify the role of this process in
generating water mass 52>8U heterogeneity. In any case, it is clear
that these samples experienced a local chemical processing that
over-printed the global positive correlation between 823U and [U].

We note that the isotopically fractionating processes above do
indeed affect 23*U/>*8U as well (Bigeleisen, 1996). However,
(i) we lack the analytical precision to resolve such an effect
(<0.1 %0), and (ii) such small effects are typically over-printed by
the large variability due to mixing of U reservoirs of different age
and weathering provenance, and thus different 234U/?28U ratios.
Instead of positive correlations, we in fact observe weak negative
correlations between 8?**Use. and [U] (Fig. 9). The mechanisms
driving this 234U/??8U variability could include (i) mixing of 234U-
enriched riverine inputs with a seawater end-member, (ii) subtle
isotopic fractionation via the pathways noted above (U reduction
and adsorption to Fe- or Mn-oxides), (iii) diffusion of 2**U-rich
porewaters into the ocean (Ku, 1965; Henderson, 2002), and (iv)
decay of 23U in seawater creating subtle heterogeneity as it is
mixed throughout the ocean. It is possible that small contributions
from each of these mechanisms gives rise to the observed trend,
but disentangling their relative contributions is not possible given
the massive variability in the §?>*Us. of riverine inputs.

Given this subtle variability in seawater 23U and 5%3*Use val-
ues, we can re-assess the meaning of “global” seawater U isotopic
compositions. As for U concentration (Chen et al., 1986; Owens
et al., 2011) and other conservative elemental and isotopic tracers
(e.g.,Re; Anbar et al., 1992; Dickson et al., 2020), it is perhaps most
appropriate to report the 238U and $234Us,. value normalized to a
salinity of 35, which conventionally represents the average salinity
of seawater. While certain water masses may deviate in their U iso-
topic composition, this global mean value is of use when consider-
ing the isotopic mass balance of the ocean at large. If we only
consider samples with 34.9 < S < 35.1 and that fall within 1c of
the mean U/salinity of our dataset (Fig. 10), we obtain 35-psu-
normalized 528U values of —0.395 + 0.011 %o in the North Atlantic
and —0.372 + 0.027 %o in the South Pacific. These numbers are
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Fig. 8. 523U vs [U]/salinity and [U] in (a,b) North Atlantic and (c,d) South Pacific. In both basins, 523U positively correlates with [U]/salinity and [U] concentration. These
positive correlations are depicted as linear regression lines with 95 % confidence intervals shaded (p and R? values reported in each panel). The positive correlation is best
explained by the global isotopic impact of U reduction in anoxic sediments with a fractionation of +0.6 %. (Andersen et al., 2017; Lau et al., 2019); red dashed lines denote
isotopic trend of this removal pathway. In the North Atlantic, anomalous samples that likely show effects of U adsorption to Fe- or Mn- oxides are shown in orange. Solid
orange lines in (a) and (b) denote isotopic trend of U removal onto Fe- or Mn- oxides with an isotopic effect of —0.24 %. (Goto et al., 2014). (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

slightly divergent, albeit in agreement with the prior estimate of
the global mean seawater 228U value (—0.392 + 0.005 %o; Tissot
and Dauphas, 2015). The fact that the Atlantic and Pacific samples
show the same §238U vs [U] slope, but have different y-intercepts,
suggests that the two basins have different “initial” §*>3U compo-
sitions (due to variable riverine input to each basin and/or different
extent of U reduction occurring in each basin). We thus recom-
mend the volume-weighted (~70 % Pacific, ~30 % Atlantic) average
of these values (—0.379 + 0.023 %o0) as the global mean salinity-
normalized seawater 8*3U value based on the data generated in
this study.

Undertaking the same calculation for §23*Use., we obtain 35-
psu-normalized values of +145.65 + 0.20 %. in the North Atlantic
and +145.51 + 0.31 %o in the South Pacific. These values are in close
agreement with each other, and within error of (albeit more pre-
cise than) a recently compiled average coral and seawater §>>*Use.
value (+145.0 = 1.5 %0; Chutcharavan et al., 2018 - which includes
re-normalized data from Edwards et al., 1987a; Stirling et al., 1995;
Robinson et al., 2004a; Andersen et al., 2010 and others). We thus
recommend the volume-weighted average of these values
(+145.55 * 0.28 %o0) as the global mean seawater 234U, value.

6.2. Deep-sea corals as an archive of seawater U isotope ratios

Having now thoroughly examined the U isotopic composition of
seawater at a local and global scale, we can ask whether modern
deep-sea corals record the composition of ambient seawater to
within our analytical precision. While prior work has found that
scleractinian corals record seawater §%*%U (Chen et al., 2018b;
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Tissot et al, 2018) and &*3*Ug. values (Chen et al, 1986;
Robinson et al., 2006), it has remained unclear whether (i) these
calibrations would hold up to the high-precision analyses under-
taken here, and (ii) these archives might record subtle U isotope
heterogeneity in modern seawater.

As noted above (Section 5), we found that modern D. dianthus
specimens closely record seawater 222U and §2**Us. at all sites
(Fig. 6), with a few important exceptions that will be discussed
below. To consider these data in aggregate, we averaged the coral
compositions at each site and plotted them alongside histograms
of seawater data (Fig. 11). We observe that (i) averaged coral com-
positions provide a robust record of the average seawater U iso-
topic composition per site, and (ii) basinal averages show subtle
trends in both the coral and seawater data that match the direc-
tionality (negative 52*8U vs §23%U,.. correlation) observed within
sites (Figs. 8, 9). We can also consider the expanded dataset avail-
able in the South Pacific, where several replicate analyses (includ-
ing different septa and intra-septum sub-sampling) were
conducted on a coral from the Tasmanian seamounts. These data
reveal a striking match in 238U values, and to a lesser extent
3234U,e. values, between coral and seawater (Fig. 7). For compar-
ison, we note the agreement between coral and seawater 238U
values observed here (to within an analytical precision of
~0.03 %0) is an order of magnitude smaller than the observed range
of agreement between seawater and sedimentary carbonates (0 to
+0.6 %0, Chen et al., 2018a; Tissot et al., 2018).

While this close agreement between corals and seawater is
quite promising for precise paleoenvironmental reconstructions
using these biological archives, it is important to carefully evaluate
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Fig. 9. 524U, vs [U]/salinity and [U] in (a,b) North Atlantic and (c,d) South Pacific. In both basins, 52**Us.. negatively correlates with [U]/salinity and [U] concentration,
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(0.326 + 0.206). Coloration of data points reflects corresponding (a) 5**3U and (b) 8***Us.. values. Squares denote North Atlantic data; circles denote South Pacific data.

the limitations of deep-sea corals as an archive of both §**®U and
§%34Ugec. We first consider the deviant 5%3*U,.. data observed in
some North Atlantic corals (Fig. 6b) and in the TN228 data
(Fig. 7b). While most coral analyses closely match the >3*Us. of
ambient seawater, some deviate toward more negative values.
There are three possible explanations for these values: (i) the coral
U pool has been slightly contaminated by detrital U, which would
have a large impact on §23*U,. (assuming detrital U is at secular
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equilibrium), but not §238U; (ii) the bulk coral does not capture
the seawater 823U value due to “vital effects”, and (iii) the
sub-sampled portion of the coral does not match the composition
of the bulk coral, but the latter faithfully records the seawater
523U ec value.

The first possibility is unlikely, since the dissolution method
(weak acetic acid followed by centrifugation) should not have
allowed detrital U to enter the U pool analyzed for the coral
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Atlantic to South Pacific. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

samples. The second and third possibilities are somewhat difficult
to disentangle, but prior work suggests that the third option is
most likely. Specifically, fission track mapping and 8*3%Us. analy-
ses of modern and ancient D. dianthus specimens (Robinson
et al., 2006) have revealed preferential 234U diffusion into the irreg-
ular fine-grained aragonite of the calcification centers of coral
septa. As a result, closed system partitioning of 2>*U/?*®U can cre-
ate intra-sample isotopic gradients. While sampling an entire coral
should in theory allow the seawater 824U, value to be recovered,
the magnitude of these internal gradients is sufficiently large (tens
of permil) that even very subtle biases in sampling could cause a
single sub-sample to contain a permil-level deficit/excess of 234U,
depending on which components were preferentially sampled.
Thus, since the analyses here targeted large pieces of septa, but
not entire septa (let alone entire corals), it is plausible that these
isotopic deviations are due to the sampling of 23**U-poor portions
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of the corals (i.e., excluding calcification centers). This inference
is further supported by the distribution of §*>*U,.. values for the
many sub-samples of the TN228 coral: while most samples plot
near the average value of seawater at GP13 station 21, a small sub-
set deviate toward lower values (Fig. 7). In the context of paleo-
environmental $%3*Us. reconstructions using deep-sea coral
archives, this finding reinforces the conclusion (Robinson et al.,
2006) that homogenizing large samples of entire coral septa is
the best way to ensure that bulk values indeed approximate the
seawater value. This approach can be further improved by sam-
pling multiple corals from a given site and time bin, such that out-
liers likely to be affected by sampling bias can be identified.

In contrast to 824U, no heterogeneity is observed in the 523U
data from the corals studied here (that is, all samples closely
resemble ambient seawater 8238U values; Figs. 6, 7, 11). This is to
be expected, since the mechanisms giving rise to intra-sample
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8234Uec heterogeneity (progressive 234U diffusion into U-poor
aragonite; alpha recoil diffusion of 234U) will not affect the §23%U
value of a sample. Coral septa therefore represent an extremely
high-precision archive of seawater &**®U values (to within
~0.03 %o for a single analysis, as discussed in Section 4.2, or to even
more precise levels for replicate analyses of a given coral: avg.
323U of TN228 coral septa = -0.369 * 0.011 %o, avg. 8*33U of
GP13 seawater = -0.367 = 0.008 %o; Fig. 7). With such a precise
archive, it may be possible to observe heterogeneity in modern
or ancient coral specimens across ocean basins. Indeed, our dataset
shows hints of a 0.02-0.03 %. gradient between the North Atlantic
and South Pacific sites, which is reflected in the coral data (Fig. 11),
however, without more sample coverage it is difficult to further
quantify the magnitude and spatial pattern of such an effect.

6.3. Impact of seawater heterogeneity on paleo-redox reconstructions

Finally, we consider the impact of spatially heterogeneous sea-
water and coral 323U values on paleo-redox reconstructions. A
homogenous seawater §23%U value is commonly assumed in
paleo-redox reconstructions (see e.g., Lau et al., 2019), since sam-
ples often derive from a single locality that is used as a proxy for
the global seawater composition. If a given locality is subject to
the seawater 5238U heterogeneity observed here (Figs. 7, 8), and
that heterogeneity is recorded in biological archives such as
deep-sea corals, then inferences of marine anoxia could be ren-
dered inaccurate.

To explore the magnitude of such an effect, we utilized a
recently updated U isotope mass balance framework (Kipp and
Tissot, 2022). We consider two cases: a steady-state system, and
a dynamic perturbation to the marine U reservoir. In each case,
we first take the conservative stance that a single biological car-
bonate analysis cannot constrain the global seawater §*3U value
to better than the full range of values (—0.431 %0 to —0.337 %o)
observed in our seawater analyses (i.e., assuming that a given car-
bonate archive might capture seawater anywhere on that gradi-
ent). In doing so, we see that we could not distinguish a steady
state system with 0.3 % or 0.1 % fractional seafloor anoxia (fanox)
from the modern value (0.19 %) (Fig. 12a). This is still quite a small
range compared to the anoxic extent commonly inferred during
past climatic perturbations (several percent to 10’s of percent;
Lau et al., 2019; Kipp and Tissot, 2022), meaning that such hetero-
geneity does not meaningfully impact steady-state fi,ox recon-
structions for large changes in §*33U mass balance. We note,
however, that in past oceans with more prevalent anoxia, the
shorter U residence time would imply that isotopic heterogeneities
would be more pronounced; this means that global interpretations
of the 8238U redox proxy are compromised in strongly anoxic inter-
vals, such as the Precambrian (X. Chen et al., 2021).

In contrast to steady-state conditions, dynamic perturbations
are less well resolved, particularly if they are small in magnitude
and/or occur over a short time interval. We see that on up to 240
kyr timescales, we could not resolve a decrease in f,,0x by an order
of magnitude (Fig. 12b). For increases in fa,ox, transient increases to
1-10 % seafloor anoxia are required to exceed the variability
observed in the modern ocean, depending on the duration of the
perturbation (Fig. 12b).

While these calculations point to the inherent limitations of the
8238U redox proxy, they are overly conservative in their threshold
for “resolving” a perturbation, as we assumed analysis of a single
sample from a single site, meaning we cannot resolve any spatial
heterogeneity. However, if paleo-redox investigations make use
of multiple sample sites (Clarkson et al., 2018, 2021; Zhang et al.,
2018), then seawater heterogeneity can be accounted for, such that
the reconstructions at each site are limited only by the analytical
precision (at best £ 0.02 %o per sample). In such cases, transient
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Fig. 12. Impact of heterogeneous 523Uy, on seafloor anoxia reconstructions for
(a) steady-state system and (b) dynamic perturbation. If one measurement is
used to infer 5%*%U,, of the past ocean at a given time, the upper limit on the
accuracy of this inference is set by the variability in §2*%Us, seen in the modern
ocean (—0.431 %o to —0.337 %0). At steady state (panel a), this corresponds to an
uncertainty of 0.1 % to 0.3 % seafloor anoxia (dashed lines). In transient perturba-
tions (panel b), this limitation is more pronounced: for short-lived (10’'s of kyr)
perturbations, finox must reach several percent to be resolved from global ocean
heterogeneity (light grey band). However, if multiple sample sites are utilized, this
heterogeneity can potentially be recognized, allowing a more precise assessment of
the global average §*3%U,,, value, which is ultimately limited by maximum
analytical precision (+0.02 %0; dark grey band).

increases in fuox to ~1 % lasting only ~40 kyr could in theory be
detected (dark grey band, Fig. 12b). While these efforts would
require more complex isotope mass balance formulations than
the one-box ocean typically assumed in §?38U studies (Kipp and
Tissot, 2022), they would have the potential to unravel subtle
redox shifts with spatial information.

7. Concluding remarks

We have undertaken a systematic survey of seawater and deep-
sea coral U isotope ratios at the maximum achievable precision and
accuracy currently allowed by MC-ICP-MS. We find subtle isotopic
heterogeneity in the ocean that results from local and/or global
impacts of processes that fractionate 238U/?3°U, as well as perhaps
a small impact of mixing of heterogeneous 23*U/?38U reservoirs.
We used these data to calculate salinity-normalized global seawa-
ter 228U (—0.379 + 0.023 %0) and §23*Usec (+145.55 + 0.28 %o) val-
ues. Deep sea corals (specifically D. dianthus) faithfully record the
52380 value of ambient seawater to high precision, but their mea-
sured 523*Ug. composition can be affected by intra-coral 234U
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diffusion if sampling is biased toward certain coral sub-
components. In light of these findings, it is clear that optimal
strategies for paleo-environmental reconstructions using such
archives would best target large samples (e.g., homogenizing entire
septa) and utilize multiple samples from multiple sites at a given
time point in attempting to reconstruct secular trends. With such
an approach, studies of U isotopes in biological archives might be
able to provide precise insights into the timescales of past changes
in ocean chemistry, and the extent of ancient seafloor anoxia.
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